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Review 
Current views on the structure and 
crystallization of metallic glasses 

Y. WASEDA*, H. O K A Z A K I t ,  T. MASUMOTO$ 
X-ray Diffraction Laboratory, The Research Institute of MineralDressing and Metallurgy, 
Tohoku University, Sendal 980, Japan 

An attempt has been made in this review to cover recent information on the structure 
of metallic glasses (amorphous metals) obtained by X-ray diffraction. Based on the 
experimental data, the partial structure factors of a binary metallic glass are given. 
Various characteristics such as crystallization processes, thermal effects and alloying 
effects are also discussed. 

1. I n t r o d u c t i o n  
Recently, a large number of  metallic glasses have 
been obtained by several techniques of  quenching 
from the liquid state and their structure and 
properties have been studied. Many of these 
studies are reported in previous reviews [1 -8 ] ,  
but recent progress in the structural study of 
metallic glasses is not yet covered. Since metallic 
glasses are thermodynamically unstable, transfor- 
mation to stable crystalline phases should occur 
during heating and hence the crystallization 
process is one of the most important problems 
in the study of metallic glasses. Recently, it has 
been found that distinct changes in some pro- 
perties related to the structure are induced by 
heating, even at temperatures appreciably lower 
than the so-called crystallization temperature. 
The main purpose of this paper is to review this 
new information on the structure and crystal- 
lization processes of metallic glasses. 

2. Analysis of X-ray diffraction data 
X-ray diffraction has been frequently used to 
determine the structure of metallic glasses. The 
two techniques of transmission and reflection are 
generally employed. There are many techniques 

for the analysis of the measured X-ray intensity, 
and significant technical progress has been made, 
much of which is already reviewed [1, 4 -6 ]  and 
needs no description here. For convenience of 
discussion, however, the essential equations are 
given below. 

Assuming the disordered materials, amorphous 
and liquid, to have a continuous distribution 
of atoms, the intensity of coherent X-ray scat- 
tering per atom expressed in electron units 

eoh Ieu (Q), which is directly obtained experimentally 
from more than one kind of atom, can be written 
as 

coh  Ieu (Q) = (f2) + (f)z 4zrr 2 [p(r) - po] 
0 

sin ( Qr ) 
- -  dr (1) 

Qr 

where ( f2)= Zicifi 2, ( f ) =  Zicifi ' ci and fi are the 
concentration and atomic scattering factor of the 
ith kind atom, p(r) is the radial density function 
and Po is the average density of atoms. As the 
total interference function, or structure factor, 
S(Q) is defined in the following form, 

leoh (2) S(Q) = [ eu ( Q ) -  f + (f)2]/(f)2, (2) 
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the atomic radial distribution function 4rrr2p(r) 
is evaluated by Fourier transformation from the 
data for S(Q) in the following equation, 

41rrZ p(r) = 4rcrZ po 

+ 2_r ~ Q [S(Q) - 1] sin (Qr) dQ. (3) 
7T d 

O 

The pair distribution function g(r)=p(r)/pois 
also frequently used to discuss the structure of 
metallic glasses and liquids. In a binary alloy, the 
total interference function S(Q) is also expressed 
by the three partial interference functions Sc~(Q) 
in the following form; 

S(Q) = wuSu(Q) + wjjSjj(Q) + 2wuSij(Q) 
(4) 

where w ~  = cc~e(ScJ~/(f) 2. The partial inter- 
ference function Sc~(Q) is defined by the gen- 
eralized equation, 

: 1 + ~ ( r  [g~( r ) - - l ]  sin(Qr) dr S~(Q) 
o (5)  
~ r  

where ge~(r) is the average distribution of fi-type 
atoms found at a radial distance r from an s-type 
atom at the origin. 

As shown in Equation 4, the structure of an i - j  
binary disordered alloy obtained directly from 
diffraction experiments is characterized by the 

three partial interference functions corresponding 
to the two like atom pairs (i-i  and j - j )  and the 
unlike atom pair (i-j). Separation of these indivi- 
dual interference functions is one of the important 
recent reports on it [9-13]. 

Recently, the X-ray anomalous scattering tech- 
nique has also been used in this field. The funda- 
mental relations of this technique were given by 
Ramesh and Ramashan in 1971 [14, 15], and the 
first application was carried out by Waseda and 
Tamaki (1975)[16]. This technique can give 
information supplementary to the results obtained 
by the common X-ray and neutron diffraction 
measurements as well as the isotope enrichment 
[17] and polarized neutron technique [9-11]. 
For convenience of discussion, the essential 
features of the X-ray anomalous scattering tech- 
nique will be given below. 

It is well-known that when the anomalous 
scattering Of X-ray occurs, the total scattering 
factor becomes complex in the following form 
[18], 

fi = ;o + A f;  + iAf'i' , fs = fo + Afj + iAf}' ,  

(6) 

where fo and fo correspond to the atomic scat- J 

tering factor for radiation with frequency much 
higher than any absorption edge and Af '  and A f "  
are the real and imaginary components of the 
anomalous dispersion term [19,20]. Using this 
relation, the Laue monotonic scattering term in 
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Figure 1 Anomalous dispersion terms At" and Af" [19, 20]. (a) wavelength dependence of Ni atom. (b) correlation 
with atomic number. 
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Equation 2, ( ( f2 )_ ( f )2 ) ,  and the weighting 
factor w ~  in Equation 4 may be written as 
follows, 

(<f2>_ <f>2) = ciO - c3 ;~ f ,  + cjf l  - cs) f ; f j  

-- 2 c i e j [ ( f  ~ + A f ; ) ( f  ~ + A f  s) 

+ a f ; '  a f j ' ] ,  (7) 

wii = c ~ f [ f i / ( f )  2 and wjj = c ] . f ; f j / ( f )  2, 

(8 )  
t 0 w .  = cicj [(dO + a f i )  ( f i  + a f ; )  

+ a f ; ' a f ; ' ] /< f )2  (9) 

The anomalous dispersion terms Af '  and Af"  
are dependent on the wavelength of the incident 
radiation as shown in Fig. l a using the Ni atom 
as an example. The wavelengths of CuKa and 
C o K a  radiation are located near an absorption 
edge of Ni atoms, so that measurement of the 
X-ray scattering intensity at two wavelengths near 
the absorption region give two additional items 

of information concerning the total structure of 
a binary alloys. These data, when coupled with 
those obtained from normal measurements using 
the wavelengths away from the absorption edge 
region (MoKa in Fig. l a), permit the separation 
of the three partial structures. As shown in Fig. lb, 
the anomalous dispersion terms for several 
radiations indicate discontinuous variation with 
the atomic number. Consequently this technique is 
applicable to alloys of 3d transition metals or 
lanthanide elements. 

3. Experimental structure data for various 
metallic glasses 

3.1. General features 
Schematic diagrams for the typical states of a gas, 
liquid, amorphous material and a crystal are shown 
in Fig. 2. In the gaseous state, atoms are distri- 
buted with a low average density and a mean free 
path that is long compared with the atomic size. In 
both the liquid and amorphous states, the atoms 
are randomly distributed in a nearly close-packed 
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Figure 2 Schematic diagrams of | 
atomic distributions in the gas, liquid, 
amorphous and crystal states [6]. q 
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Figure 3 Interference function S(Q) and pair distribution 
function g(r) for three alloys in both liquid and amor- 
phous states [6]. 
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structure, with a short mean free-path, comparable 
with the atomic size, the co-ordination number of  
nearest neighbour atoms is about 10 in both cases. 
But the average atomic configurations in the liquid 
state are more homogeneous than those of the 
amorphous state when averaged over time and 
space because of the relatively high atomic mo- 
bility. In other words, the atomic configurations in 
the amorphous state are more rigid compared with 
those of the liquid state. This means that the aver- 
age atomic distributions in the amorphous state 
may show slight inhomogeneities. In the crystalline 
state, the atoms occupy the cube corners of a reg- 
ular three dimensional lattice. Reflecting these 
characteristics, the respective pair distribution 
functions g(r) are shown schematically on the right 
hand side of Fig. 2, where ao is the atomic hard 
core. 

Based on this simple and qualitative discussion, 
the experimental results for liquid and amorphous 
metals are investigated below. A comparison be- 
tween the structure of the amorphous state and 
that of the liquid state is shown in Fig. 3 for three 
typical metallic alloy glasses [6]. (These amor- 
phous metals are prepared by rapid quenching 
from the melt). As is seen in Fig. 3, the general 
features of the structure of the amorphous state is 
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similar to that of the liquid state except for a 
shoulder on the second peak observed in both 
S(Q) and g(r). As a more simple case, Fig. 4 shows 
the structural data for amorphous [21] and liquid 
Ni [22]. (In this case the amorphous'sample was 
prepared by vapour quenching). The clear dif- 
ference between the structure of amorphous Ni 
and that of liquid Ni is demonstrated by the 
splitting of the second peak. 

The ratio of the peak positions in real space, as 
obtained from the pair distribution functions for 
some transition metals are listed in Table I. The 

TAB LE I Peak ratio in the pair distribution function for 
transition metals in amorphous and liquid states. 

Metal Amorphous Reference  Liquid* 

r2/rl r3/rl r2/r~ r3/r~ 

Cr 1.66 1.91 [25] 1.85 2.68 
Mn 1.67 1.96 [25] 1.86 2.72 

Fe 1.67 1.90 [21] 1.85 2.73 
1.67 1.96 [25] 

Co 1.65 1.90 [23] 1.87 2.73 
1.69 1.93 [25] 

Ni 1.71 1.93 [21] 1.86 2.71 
1.65 1.90 [23] 

* Waseda and Tamaki [22] 
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ratio (r2/r 1) o f  the position of the first peak (r 1) 
to that of the second peak (r2) in the amorphous 
state is nearly equal to the constant value of about 
1.67; in the case of the third peak, this is about 
1.95. In contrast with these results, the ratios are 
1.85 and 2.70, respectively, in the liquid state. 
These relations remain the same in the alloy 
systems as shown in Table II. The ratio (r2/rl) = 
1.67 in the amorphous state is close to the mean 
value between the c/a ratio in close-packed hexa- 
gonal structure (i.e. c/a = 1.63), and the ratio of 
the third atomic shell radius to the nearest neigh- 
bour distance in f c c  structure (i.e. x/3 = 1.73). 
This implies that the short range order of near 
neighbours in the amorphous state is affected 
more or less by the atomic arrangement of Crystal- 
line state. However, from the similarity of the 
gross features of S(Q) and g(r), the fundamental 
configuration of atoms seems to be liquid-like. 

At the present time we have two models for the 
disordered structure. One is the microcrystalline 
disorder model and the other is the topological 

TABLE II Peak ratio in the pair distribution function 
for various alloy systems in amorphous and liquid states. 

Alloy system State r2/G rs/rl 
Pdso -Si2o amorphous 1.67 1.88 

liquid 1.86 
Cus7 -Zr43 amorphous 1.70 1.89 

liquid 1.87 
F%0 -PI 3 -C7 amorphous 1.66 1.92 

liquid 1.86 
Niso -P2o amorphous 1.66 1.87 

liquid 1.85 

FeTs -Silo -BI~ amorphous 1.69 1.91 
Co 78 -Silo -B12  amorphous 1.67 1.89 
Ni~8 -Silo - B 1 2  amorphous 1.66 1.89 

disorder model. The microcrystalline disorder 
model is frequently used to discuss the structure 
of amorphous metals. In it, small crystallites are 
considered to be randomly distributed, and the 
inhomogeneity of atomic configuration in the 
boundary regions is not considered. A more 
realistic form is the combination of small crystal- 
lites and boundary regions as shown schematically 
in Fig. 5. On the other hand, the topological dis- 
order model is based on certain fundamental units 
(see, bottom of Fig. 5): the smallest unit is the 
tetrahedron, corresponding to the smallest form 
of a close-packed structure such as the fc c or h c p 
type. In this model these units are irregularly and 
continuously arranged. This type of model 
structure is also called the dense random packing 
model and is based on the concept proposed by 
Bernal in 1959 for liquids. An analytic formu- 
lation of this model is not possible, so that 
concrete results are given only for a computer 
model similation for about 1000 particles; this is 
the disadvantage of the topological disorder 
model. 

Fig. 6 shows the results for an amorphous 
Ag4a-Cus2 alloy reported by Wagner and co- 
workers [27], the amorphous sample being pre- 
pared by vapour quenching. The amorphous 
structure is in good agreement with that calculated 
from the microcrystalline disorder model, but as is 
seen in this figure, the pattern for this type of 
structure differs from the typical patterns of amor- 
phous metals and it seems that in general, the 
structure of amorphous metals can be approxi- 
mated to the topological disorder model in con- 
trast to the microcrystalline disorder model. 

The results of the hard sphere model for 
liquids, the so-called hard sphere solution of the 
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(a) 

(b) 
Figure 5 Schematic diagrams of models for the disordered structure: (a) microcrystalline disorder model, (b) topological 
disorder model, (c) idealized holes described by Bernal [65] to express the topology of dense random packing. 
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Percus-Yevick equation, are shown in Fig. 7. The 
peak maxima become sharp and the distortion of 
the second peak is found to increase with in- 
creasing packing density, ~?. But the hard sphere 
model of liquids never reproduces the character- 
istic splitting of the second peak seen in the amor- 
phous structure for the case of higher packing 
density. Hence in a discussion of amorphous 
structure the simple model structure of hard 
sphere liquids of Fig. 7 is not necessarily sufficient. 
A more rigid configuration of atoms is considered 
in the topological disorder model, and i~ is shown 
that there is a relation between the atomic distri- 
bution in liquids and that in the model [6]. Fig. 8 
show a schematic diagram for the fundamental.con- 
figuration of atoms in the random liquid-like dis- 
tribution [66]. In this distribution, taking atom O 
as the centre atom, A is at a distance approximately 

equal to the first nearest neighbour distance r l .  Of 
course at the same distance rl from atom A, we 
find other atoms such as D, E, F and so on; about 
10 atoms on average. Atom O is fixed in these con- 
figurations, but atom F is not on the lattice point 
of the close-packed f c c  structure, because the 
atoms continuously vibrate within the region of 
root mean square displacement about lattice point 
(the shaded region in this figure). Therefore, the 
distance of the second nearest neighbouring atoms 
is between 1.6 and 1.9 times the nearest neighbour 
distance r~. In the liquid state, the amplitude of 
atomic vibration is large and so the uncertainty in 
the position of the lattice point is also rather large 
and the second nearest neighbour position 
approximates to an average value between 1.6 rl 
and 1.9 r~. The small amplitude of vibration of 
atoms such as those in the amorphous state leads 
to a more fixed atomic arrangement still having, 
however, the characteristics of a random distri- 
bution, and two peak positions (1.6 rl and 1.9 r l )  
may be observable in the second peak. If the 
atoms occupy the positions E and F, which are the 
centre positions of the trian~es ABD and BCD in 
the side of the tetrahedron ABCD, the distances 
AF, CE and EF are nearly equal to a value about 
1.6 the nearest neighbour distance r~. From this, 
the shorter distance of 1.6 r l ,  found in the instan- 
taneous atomic distribution of liquid-like 
structures, just corresponds to the distance in the 
topological disordered structures [5, 61. 

Consequently, the amorphous structure seems 
to involve tetrahedra as the fundamental units of a 
close-packed disordered atomic distribution and is 
relatively distinct in comparison with that of 
liquids. In other words, the packing of tetra- 
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Figure 9 Results for dense random packing of 
hard spheres [28]. 

hedrons in the amorphous state is relatively rigid, 
whereas in the liquid state this packing becomes 
obscure. This speculation is quantitatively 
supported by a recent model calculation [28, 29]. 
Fig. 9 shows, for example, the results of Ichikawa 
(1975). In his calculation, the case of the par- 
ameter T = 1.2 corresponds to the rigid packing of 
tetrahedrons. In this case the splitting of the 
second peak in both S(Q) and g(r) is clearly 
demonstrated and this is in good agreement with 
the experimental data of Figs. 3 and 4. But the 
packing becomes obscure for T = 2.0, that is, the 
fundamental tetrahedra are distorted; the splitting 
of the second peak is no longer observed, which is 
also in good agreement with the experimental 
results for the liquid state. 

To summarize, the amorphous structure is 
expressed, to a first approximation, by the more 
rigid packing of the tetrahedral units than in the 
case of liquids. It should be borne in mind that the 
atomic configuration consists of mainly disordered 
distributions in both the amorphous and liquid 
states with the tetrahedron as the fundamental 
unit. 

3.2. S t ruc tura l  d isorder  pa ramete r  
In the field of structural studies of amorphous 
alloys, the structural disorder seems to be one of 
the most important parameters. However, no 
definite answer to this problem is available at 
present. Consequently, using the experimental 
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data of the pair distribution function, a semi- 
empirical approach [30, 31] for estimating the 
region of short range order is given below. We 
employ r s [1], the range of r beyond which the 
short-range order disappears and where if(r) = 1 + 
0.02. The fluctuation of +- 0.02 is considered to be 
reasonable from considerations of errors in g(r) at 
large r. This assumption implies that a large value 
of r, corresponds to the extended ordering domain, 
where the atomic configurations deviate from the 
average density. In extreme cases, rs is infinite in 
the crystalline state and equal to the nearest neigh- 
bour distance in the gaseous state. A similar ap- 
proach is also discussed in a previous review [1], 
although there are differences in detail. In this 
paper, a dimensionless parameter for the structural 
disorder, involving rs, is defined as 

f = r , / r l  (10) 

where rl {s the nearest neighbour distance. Table 
III shows the parameter f for various alloys 
estimated from the experimental data. As shown 
in the table, the value for amorphous alloys is 

5.7 and this is larger than that (~4.2)  for the 
liquid state. The results in the table also indicate 
that the parameter for amorphous alloys is inde- 
pendent of the alloy composition. Therefore, it is 
expected that when the amorphous samples have ~" 
of the same order, their structural disorder may be 
quite similar. 



TABLE Ili Disorder parameter ~" estimated from exper- 
imental structural data for various alloys in amorphous 
and liquid states. 

AHoy/state r~ r s ~" 
(A) (A) 

Pdso Si2o 
amorphous 2.81 16.0 5.96 
liquid 2.76 11.5 4.17 
F%o -Pl3 -C7 
amorphous 2.58 15.0 5.81 
liquid 2.58 11.0 4.26 
Niso -P20 
amorphous 2.55 14.0 5.49 
liquid 2.53 10.5 4.15 

amorphous 
ge78 -Sii0 -Blz 2.58 15.0 5.81 
Co78 -Si,0 -B,2 2.53 14.5 5.73 
Ni~ -Si~ -B~2 2.55 14.5 5.69 

liquid 
Fe 2.58 10.5 4.07 
Co 2.56 11.0 4.30 
Ni 2.53 10.5 4.15 

3 . 3 .  Partial structures 
In this section, the recently obtained partial 
structures for binary metallic glasses will be re- 
viewed and discussed. 

Fig. 10 shows a comparison of the results ob- 
tained by X-ray anomalous scattering techniques 
with those obtained by the polarized neutron 
technique for amorphous Co-P  alloys [9]. The 
vertical lines in Fig. 10b denote the difference due 
both to alloy composition and to the residual un- 

certainty of experimental errors, which are ~ -+ 0.3. 
This implies that the differences in alloy com- 
position lead to changes in the resulting partial 
structures which are not severe for amorphous 
Co-P  alloys. This is also found for amorphous 
Ni -P  [12], Fe -P  [32], and Cu-Zr  [33] alloys. 
In both sets of results, obtained independently by 
the different techniques, the encouraging agree- 
ment is worthy of note, although there are dif- 
ferences in detail. 

Figs. 11 and 12 are the results for amorphous 
Ni -P  and Cu-Zr  alloys [13, 33]. It is well-known 
that the analysis by X-ray anomalous scattering and 
polarized neutron techniques is restricted to about 
Q = 7.0 A- 1, and the spurious ripples in gu(r) due 
to the finite termination of Sij(Q) cannot be re- 
moved even though quite accurate data for Su(Q ) 
are used. It is relatively easy, however, to trace the 
positions where the spurious ripples appear signifi- 
cantly. According to Finbak (1949)[34] and 
Sugawara (1951) [35], the oscillation appears at 
Ar~--+5rr/2Qmax or-+97r/2Qmax from the princi- 
pal peak position, where Qm~, is the experimen- 
tally observed upper limit of Q. This check is im- 
portant in the case of P - P  pairs. The arrows in Fig. 
12 indicate the assumed positions of these spurious 
ripples. The peak at ~ 1.9 A in the pair distri- 
bution function of the P - P  pairs seems to be a 
spurious one as well as those at - 1.0 and 5.2 A, 
although the corresponding spurious peak at 4.2 )~ 
is not distinctly observed in Fig. 12. Therefore it 
may be reasonable to say that the peak in the pair 

Figure 10 Partial interference function 
Sc~(Q) of amorphous Co-P alloys; (a) 
polarized neutron technique [9], (b) X-ray 
anomalous scattering technique [ 14-16 ]. 
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distribution function for P - P  pairs at ~ r  = 3.1 A 
is a significant one so that P atoms are never at the 
first nearest neighbour distance, This result would 
indicate that the short range order of nearest 
neighbours in amorphous Ni -P  alloys seem to be 
of a Ni3P type structure. As shown in Table IV, 
this proposal is easily checked by considering cor- 
relation of atoms in the near neighbour positions 
derived from these partial structural data. But it 
should be kept in mind that the amorphous Ni -P  
alloys are not composed of small Ni3P crystallites; 
this is a coincidence between the experimental and 
the model calculations. If this definite con- 
figuration of atoms existed, structures such as those 
observed in amorphous Ag4s-Cus2 alloy (see Fig. 
6) should be found�9 On the other hand, as shown 

TABLE IV Comparison between the correlation of atoms 
in the near neighbour region for amorphous Ni-25 at. % P 
alloy with that of crystalline Ni~ P 

Ni P 

Origin r n r n 
atom (A) (atoms) (A) (atoms) 

Amorphous Ni 2.55 10.7 2.35 2.2 
Ni -P  
alloy P 2.35 8.5 3.30 3�9 

Crystalline Ni 2.68 10 2.28 3 
Ni3P* P 2.28 9 3.44 4 

*Rundquist et  aL [36] 
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in the previous section, the topological disordered 
structure is applicable to amorphous metals�9 From 
these results, we suggest that the atomic distri- 
butions in the amorphous N i -P  alloys consist 
mainly of randomly distributed Ni atoms like 
those in the dense random packing model based on 
tetrahedral units. The P atoms occupy the vacant 
spaces in this distribution of Ni atoms. However, a 
deformed crystalline-like characteristic may partly 
contribute to the short range order in amorphous 
alloys (see Section 3.1). The authors hold the view 
that this crystalline-like configuration of atoms is 
not the same exact arrangement as in the crystalline 
state already discussed by Cargill and Cochrane 
[37]. Structural information of this type is also 
reported in the amorphous systems of Co-P  
[9, l l , 3 8 1 , N i - P [ 1 3 1  and Pd-Si  [39, 40] . As is 
easily predicted from the size factor of  transition 
metal and metalloid elements, the expansion of 
the metal-metal  atom distance is unavoidable in 
the configurations of the above type. This is 
supported by the results in Fig. 13. There is an 
interesting point in these results, namely that the 
size factor difference of constituent elements in all 
of these alloys is more than 15%. This is also true 
for the typical amorphous system of Pd-Si. On 
the other hand, as shown in Fig. 13, such expansion 
is not observed in either liquid Fe-Si  or Ni-Si 
alloys [41]. In these systems, the size factor dif- 
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Figure 13 Change of nearest neighbour distance as a func- 
tion of the concentration of P atoms in amorphous tran- 
sition metal-phosphorous alloys. Co-P [37], Fe-P [32, 
49], Ni-P [5, 13]. 

ference is about 7%. The amorphous phase is not 
observed in Fe-Se  and Ni-Si  alloys by using the 
common centrifugal or roller quenching techniques, 
contrary to the results of vapour deposition. The 

kinetic effects [24], chemical bonding or electron 
transfer effects [26] between constituents of the 
alloys also play a important role in the formation 
of amorphous phase. But the characteristic in Fig. 
13, together with the same order of difference in 
size factor in amorphous metal-metalloid systems 
must be one of the interesting factors of amorph- 
ous phase formation, because the phosphorous- 
containing alloys are easy glass formers. Neverthe- 
less no quantitative conclusion regarding size 
factor effects is available at the present time. 

Although it has been generally accepted that 
glass-forming alloys include a metalloid as one of 
the constituents, more recently several exceptions 
have been found in alloy systems consisting of two 
metallic elements. A comparison therefore, of the 
structure of a metal-metalloid system with that of 
metal-metal  systems is given below. 

Fig. 11 shows the partial structure factors Sij(Q ) 
for Cu-Zr  alloys evaluated from the measured 
intensity data, together with those for amorphous 
Ni -P  alloys. The obtained partial pair distribution 
functions gij(r) are shown in Fig. 12. 

The general features of the structure of amor- 
phous Ni -P  and Cu-Zr  alloys are as follows: 

(1) The form of the partial structure factors of 
two like atom pairs are similar to those observed in 
pure liquid Ni, Cu, Zr and P [22, 42, 43]. 

(2) The pre-maximum below the first peak 
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corresponding to compound formation or to long- 
range ordering is not found in any of the partial 
structure factors. Such ordering behaviour has 
been observed, for example, in an amorphous 
Cu-65 at. %Mg alloy [44]. 

(3) The first peak in the partial pair distribution 
function of Ni-Ni and Cu-Cu pairs is asymmetric 
where 'the left-hand side of the first peak is steeper 
than that of the right-hand side. 

(4) The splitting of the second peak is observed 
in the partial structure factors of Ni-Ni and Cu-Zr 
pairs. Moreover, the third peak in the partial 
structure factor of Ni-P pairs lies in the region of 
the split second peak of the total structure factor, 
and in the case of Cu-Zr alloys the second peak of 
Zr-Zr pairs lies in this region. Such behaviour is 
also found in the pair distribution functions. 

Feature (1) implies that the partial structure 
factors in these amorphous alloys are approxi- 
mately independent of concentration within the 
measured composition range. Feature (2) indicates 
that the structure of these amorphous alloys is 
consistent with a more or less random mixture of 
two consistuent elements. (3) may correspond to a 
situation where the repulsive core part of the pair 
potential for Ni-Ni and Cu-Cu pairs is more 
vertical than the attractive part. (4) could be an 
indication that the distribution of unlike atom 
pairs and like atom pairs having the larger sphere 
diameter contributes mainly to the splitting of the 
second peak; one of the main differences in the 
structure of the amorphous and liquid states. 

The above features apply to both alloy systems, 
i.e. metal-metalloid and metal-metal systems, 
but the following difference is found in the 
structural data: a curious peak in the partial 
structure factor of Ni-P pairs is clearly indicated, 
whereas this is not found in the partial structure 
factor of Cu-Zr pairs. This subsidiary peak is not 
reproduced by the dense random packing model 
[5]. A similar difference is found by comparing 
the structure of amorphous Tb-Fe alloys [10] 
and that of metal-metalloid systems. This be- 
haviour related to the curious peak may therefore 
suggest that the detailed atomic distribution in 
amorphous metal-metalloid systems differs from 
that in amorphous metal-metal systems. As 
mentioned above, the atomic distributions in 
amorphous Ni-P alloys consist mainly of ran- 
domly distributed Ni atoms like those in the dense 
random packing model, in which the P atoms 
occupy the vacant space. On the other hand, the 
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Cu and Zr atoms in amorphous Cu-Zr alloys act, 
to a first approximation, as liquid-like closely 
packed hard spheresl From these experimental re- 
sults however one cannot make any definitive 
Statements on the difference in the atomic distri- 
butions between the metal-metalloid systems and 
metal-metal systems because the fundamental 
unit in the short-range order of the liquid-like 
close-packed structure is the tetrahedron which 
also features in the topological disordered struc- 
ture of dense random packing model. Conse- 
quently, no definite answer to the problem related 
to the subsidiary peak of metal-metalloid pairs is 
available at the present time. 

3.4. A comparison between structures of 
oxide glass and metallic glass 

So* far as the author is aware, direct comparison 
between the structure of metallic glasses and that 
of typical conventional glasses such as oxide 
glasses has received little attention. In this section, 
the difference between oxide glasses and metallic 
glasses is examined in the light of recent experi- 
mental data. Fig. 14 shows the so-called pair distri- 
bution function G(r), derived from measured 
intensity data by Fourier transformation, for SiOa 
[45-47] and Fes2.s-P17.s alloy prepared by the 
liquid quenching method in the glassy state [32]. 
At first sight, the general forms of the first peak 
and subsequent small oscillations are similar. But 
the following interesting difference between the 
structures is found: the first peak of SiO2 glass is 
very sharp and almost completely resolved and the 
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Figure 14 Pair distribution function of glassy SiO 2 and 
Fes2.5-Pl~.5 alloy [321. 
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oscillations decay rapidly, with the pair distri- 
bution function showing no structurally significant 
deviation from the asymptotic value of the average 
density G(r)= 1 at large r. This behaviour, ob- 
served in molecular liquids, corresponds to a 
distinct local nearest neighbour correlation. On the 
other hand this almost complete resolution of the 
first peak is not observed for the Fe82.s-P17.5 
alloy glass, although the oscillations are well 
damped at large r. This observed difference in the 
first peak implies that the detailed structure of the 
SiO: glass differs from that of the F e - P  glass. 

In order to reveal the ordering unit in these two 
types of glasses, the area under the respective 
peaks in the near neighbour correlation is 
estimated by the usual means. Fig. 15 shows the 
radial distribution functions and the near neigh- 
bout distances experimentally observed. The 
numerical values in this figure indicate the co- 
ordination number of the respective correlations 
estimated. As shown in these results, the near 
neighbour correlations in the SiO2 glass are inter- 
preted as the Si-O pairs completely resolved and 
the superposition of the correlations of  O - O  and 
Si-Si pairs. The most striking result of SiO~ glass 
is the fact that each silicon is surrounded by four 
oxygens at a distance of about 1.6A. From the 
geometry of the tetrahedron, the distance and co- 
ordination number of oxygen-oxygen correlation 
are expected to be 2.65 N and 6, respectively. The 
estimated values in Fig. 15 support these distri- 

butions. Further, the co-ordination number of 
Si-Si pairs is ~ 4. From this, we deduce that the 
fundamental unit of local nearest neighbour cor- 
relation in SiO2 glass is the SiO 4 tetrahedrai 
unit, but that the correlations of these units decay 
rapidly at the larger distance. In the case of F e - P  
glass, the near neighbour correlation is interpreted 
as the superposition of the correlations of Fe-Fe  
and F e - P  pairs. Although these correlations are 
not necessarily resolvable, it is noticed that the 
number of near neighbours within a distance of 
3.1 A is about 13.4, and is close to 14 in crystal- 
line Fe3P [48]. This is in good agreement with the 
recent result of Logan [49], and this situation is 
also found in other metal-metalloid systems such 
as the Ni -P  alloys of the previous section. Al- 
though the local ordering in both glasses at the 
near neighbour distance is tetrahedral, there is the 
following difference in detail between the 
structures of SiO2 glass and Fe -P  glass. As shown 
in the previous section, the structure of Fe -P  glass 
can be expressed, to a first approximation, by 
randomly distributed Fe atoms like those of dense 
random packing model, in which the P atoms oc- 
cupy the vacant space. In SiO2 glass, the tetrahedral 
unit of SiO4 is distinct, but the complete loss of 
correlation in these units arises at long range. In 
other words, the SiO4 tetrahedral units are ran- 
domly distributed at a relatively lower density so 
as to construct the so-called random network 
structure. Fig. 16 shows a schematic diagram of 
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Figure 16 Schematic diagrams of the difference between 
the near neighbour distribution of atoms for an oxide 
glass (a) and that for a metallic glass (b). 

this difference. Although the local ordering at the 
near neighbour distance is the tetrahedron in both 
glasses, the second nearest neighbour position E in 
oxide glass is larger than that in the case of 
metallic glasses. In metallic glasses the atoms are 
able to occupy the position E which is the centre 
of the triangle BCD in the side of the tetrahedron, 
but in oxide glasses, the atoms cannot occupy this 
position due to the covalent-like bonding Si-O-Si.  
We may further add that this inference is appli- 
cable to other oxide glasses and metallic glasses, 
from the results on glassy alkali metal silicates 
[47] and amorphous metals [1-8].  

4. The crystallization behaviour of metallic 
glasses 

4.1. T rans fo rma t i on  sequence 
The as quenched amorphous structure is in 
metastable state, and transformation to a stable 
crystalline phase should occur during heating 
above the characteristic "crystallization tempera- 
ture" of a particular alloy. Although there have 
been a number of studies on the crystallization of 

Figure 17 Time- tempera ture-  
transformation diagrams of four 
metallic glasses [31 ]. 
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various amorphous metals [1-3, 7], no general 
features have been made clear. From this point of 
view, the transformation sequences obtained in 
our work [31 ] are discussed below. During heating, 
the amorphous phase transforms progressively, 
rather than directly to a fully stable phase through 
a sequence of metastable phases. For instance 
[50], the transformation sequence in amorphous 
PdsoSi2o alloy has been identified as consisting of 
the following four successive stages; (1) the in- 
cipient stage of crystallization (Am') during which 
some degree of ordering occurs in the atomic 
arrangements of the amorphous phase, (2) the 
appearance of a number of small Pd crystallites 
with a fc c structure within the amorphous matrix 
(MS-I), (3) the formation of a complex ordered 
metastable phase (MS-II) over the entire amor- 
phous matrix with dispersed MS-I phase, and (4) 
the final stage to produce the stable phase (ST) 
consisting of Pd and Pd3 Si. It has been also found 
in this alloy that a prolonged annealing at the in- 
cipient stage of c~stallization induces a change 
from amorphous phase to supersaturated meta- 
stable phase (SS) of a f cc  microcrystalline 
assembly [7]. 

Similar transformation sequences have been ob- 
served for other amorphous alloys. The represen- 
tative transformation sequence and the character- 
istics of the phases at each stage are summarized in 
Table V for five amorphous alloy systems. 

In order to clarify the characteristics of trans- 
formation in detail, the time-temperature- 
transformation diagram of each metallic glass was 
constructed by using transmission electron micro- 
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TAB LE V Systematic transformation sequence of various amorphous metal-metalloid systems. 

Phase Pdgo Silo F%o Pa3 C7 FeTs Silo B12 Co75 Si~s B~0 NiTs Si 8 B 17 

SS fcc bcc bcc hcp fcc 
(a = 3.912 A) (a = 2.861 A) (a = 2.848 A) (a = 2.496 A) (a = 3.508 A) 

(c = 4.041 A) 

hcp fcc 
(a=2.51 A) (a=3.52 A) 
(c = 4.07 A) 

MS-I fcc bcc bcc 
(a=3.89 A) (a=2.87 A) (a=2.87 A) 

MS-11 . . .  (Complex ordered phase?)... 

ST Pd,Pd 3 Si Fe,Fe 3 C Fe,F% Si Co,Co 3 B Ni,Ni 3 B 
F%P F% ~ Co3 Si Ni3 Si 

Te(~ * 380 410 505 480 482 
Te'(~ 250 350 - 375 360 

*To: Crystallization temperature, at which the exothermic peak begins to appear at a scanning rate of 5~ -1 . 
?Te: Critical temperature, below which the SS phase appears. 

I Amorphous phase (Am) [ 
(As-quenched state) 

Incipient stage of '1' 
crystallization (Am') I 

u 
Metastable(MS_i) phase I 

Metastable(MS_ll)phase I 

T 
I Stable phase 

(ST) I 

Ageing j Metastable supersaturated [ 
--I solid solution (SS) 

scopy, X-ray and electron diffraction methods. 
Fig. 17 illustrates the T - T - T  curves of four 
metallic glasses, in which each phase corresponds 
to the respective crystallization sequence indicated 
in Table V. Although the transformation tempera- 
ture of each alloy is different, the four metallic 
glasses show the same pattern of T - T - T  curve. 
In addition, the following point is worthy of note 
in Fig. 17; a distinct difference in the transfor- 
mation sequence is observable above and below 
the critical temperature, T~. For example, above 
this temperature crystallization proceeds through 
the two metastable phases and finally to the stable 
phase by nucleation and growth mechanisms. 
Below Ts however, progressibe ageing changes the 
structure gradually from amorphous to single 
phase (SS). As seen in Table V, this phase has the 
same structure as that of the major metallic 

element, i.e. a f c c  structure in Pd-base and Ni -  
base alloys, a b c c structure in Fe-base alloys and 
a h c p  structure in Co-base alloys. These phases 
are highly stable after long ageing below the critical 
temperature and consist of an assembly of micro- 
crystallites. Fig. 18 shows the transmission 
electron micrographs and electron diffraction 
patterns of the MS-I and SS phases after aging 
above and below T'. Although the two phases 
have the same crystal structure, the transformation 
mode is different; i.e. the MS-I phase precipitates 
within amorphous matrix by nucleation and 
growth mechanisms, while the SS phase grows 
gradually into an assembly of microcrystallites 
having diameters of about 50 to 100A over the 
entire matrix. Judging from the lattice parameter 
of these phases it is suggested that the former is a 
phase consisting of the nearly pure metallic 
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Figure 18 Electron micrographs of solid solution (SS) phase and metastable-I (MS-I) phase for Fe-Si-B, Ni-Si-B and 
Co-Si-B alloys [31]. 

element, and the latter is a supersaturated solid 
solution with the same composition as that of the 
matrix. 

4,2. Thermal effects at lower temperature 
It is essential to examine carefully the incipient 
stage of crystallization in order to understand the 
thermal instability of amorphous alloys. From this 
point of view, a detailed investigation of this stage 
was made using X-ray diffraction. Fig. 19 shows 
the structure factor and pair distribution function 
of F e - P - C  alloy aged for various times at 330 ~ C 
[30]. A slight change is observed even within 
1000 min; the first peak becomes sharper and the 
splitting of the second peak becomes less distinct. 
Upon further aging several new peaks superimpose 
on the original pattern of the amorphous phase, 
and these new peaks become continuously sharper 
with increasing ageing time. These data are quite 
similar to those for amorphous Pd-Si alloys [31]. 
The positions of the new peaks coincide with 
those of atoms in a b c c structure with a lattice 
parameter ao = 2.86 A and are indicated by the 
vertical lines in Fig. 19. Of course the X-ray 
diffraction pattern for the sample aged for a long 
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time exhibits the typical crystalline structure as 
shown in Fig. 20. These results are consistent with 
those of the electron microscopy. Similar be- 
haviour due to short time annealing effect was 
found in other amorphous alloys [52]. In general, 
therefore, there are two stages in the structural 
changes brought about by ageing at lower tempera- 
tures. The initial stage corresponds to the incipient 
stage of crystallization (Am'), during which some 
degree of short range ordering occurs in the 
amorphous structure transforms to the single 
phase (SS) which has the same structure as the 
constituent metal. Although the precipitation 
mechanism of the single phase is not clear, it is 
proposed from X-ray and electron microscopic 
analyses that the crystallization takes place in the 
manner of continuous growth, that is, the short 
range ordered clusters which are prepared at the 
incipient stage of crystallization are gradually 
rearranged into a weU-defined crystal structure 
without a long range diffusion of atoms. 

In the recent studies [53-55] ,  it has been 
found that some amorphous alloys have larger 
magnetic anisotropies and that the magnitude of 
these anisotropies is decreased by annealing at 
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temperatures too low to cause crystallization. The 
origin of this magnetic anisotropy is thought to 
involve anisotropies in short-range structural or 
compositional ordering [51] and/or internal 
strains arising from the rapid quenching [30, 
53-55].  If these anisotropies or internal strains 
are present in the as-quenched specimen, they may 
be relaxed during annealing at the incipient stage 
of crystallization. 

In order to clarify such annealing effects, the 
changes in various physical and mechanical pro- 

perties have been examined with Pd-Si and 
Fe -P -C  alloys aged at low temperatures [31]. 
These results are summarized in Fig. 21 together 
with the corresponding results for the disorder 
parameter f. The disorder parameter increases 
slightly, for example, with ageing time in the range 
of 30 to 200rain, then abruptly increases for 
ageing times greater than ~ 200rain, whereupon 
several peaks of a fcc  structure appear on the 
X-ray diffraction pattern. In Fig. 21, at the 
incipient stage of crystallization (below ~ 200 rain), 
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Figure 21 Changes in various properties of metallic glasses during ageing [31] ; (a) Pdso -Si2o alloy aged at 200 ~ C, (b) 
Feso -P13 -C7 alloy aged at 330 ~ C. 
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the internal friction and electrical resistance are 
decreased appreciably, while the specific gravity 
and microhardness are increased only slightly. 
Transformation of amorphous phase to the micro- 
crystalline phase by further ageing treatments 
results in remarkable changes in all quantities. It is 
found that the former quantities are more sensitive 
to the atomic rearrangement in the short range 
orde~ regime i n  comparisop~, to, t h e  latter ones. 
Similar phenomena are also observed in the 
internal friction and hardness for F e - P - C  alloys 
as shown in Fig. 21. In these two figures it should 
be noticed, moreover, that the behaviour of 
fracture strain during ageing differs in these two 
alloys: in the F e - P - C  alloys a significant decrease 
of fracture strain occurs within very short times of 
the incipient stage, although in the Pd-Si alloys 
no change is detected even after long times during 
which crystallization clearly occurs. 

The various experimental facts described above 
lead to the following conclusions. The ageing treat- 
ments at lower temperatures cause some short 
range ordering of atoms, resulting in the relaxation 
of internal strains or anisotropic configuration of 
atoms arising from the rapid quenching. Such 
atomic rearrangements are reflected in changes of 
the structure-sensitive properties such as electrical 
resistivity and internal friction. On the other hand, 
a remarkable decrease in the fracture strain of 
F e - P - C  alloys seem to be due to a change in the 
nature of the bonding between constituent atoms. 
The embrittlement after ageing treatments at 
lower temperatures is not a general character of all 

of amorphous metals and is perhaps characteristic 
to amorphous magnetic alloys. This is one of the 
interesting future problems. 

4.3. Deformation effects 
External stress is another important factor in 
determining the stability of the structure, and con- 
sideration of this problem will also be useful in 
discussing, .the~ mechanisms, of,, deformation, and. 
fracture of amorphous alloys. Relevant experi- 
mental results obtained by X-ray analysis and 
electron microscopy are discussed below. 

Fig. 22 shows the pair distribution function of 
Pd-Si alloys cold-rolled at two grades of reduction, 
20 and 40% [7, 56, 57]. In this figure it is clearly 
seen that the height of the first peak decreases and 
t h e  splitting of the second peak becomes less 
distinct. These results suggest that the deformation 
at room temperature produces a much more dis- 
ordered atomic structure than that present in the 
as-quenched state. However, a specimen deformed 
by cold rolling does not undergo homogeneous de- 
formation. Accordingly, X-ray data may consist of 
a mixture of two kinds of diffraction from de- 
formed and undeformed parts. To avoid this, 
direct observation using an electron microscope 
(1000kV) was performed using a thin foil pre- 
pared by electrolytic polishing of the cold-rolled 
specimen [57]. Fig. 23 shows a transmission 
electron micrograph together with the intensity 
curves of a selected area electron diffraction 
pattern from the regions labelled A and B. Several 
bands with a bright contrast are observed and the 

Figure 22 Pair distribution function g(r) of 
cold-rolled Pds0 -Si20 alloy [57]. 

2 

"C 
v 

~ n  

I 

o i~" 

V 

amorphous Pdeo-Si2oalloy 

as quenched 

( 
20 % cold work 

......... 40 % cold work 

liquid state 

r ) 

1945 



5 

C 
D 4 

t , , .  < 
v 

~  

I/1 
t -  
0J 

" " 1  t'- 

I I I I 

Ni755i 8B17 Alloy 
Peak Width 

I ILA Posit ion Half P, 
it  
) l  A ~ 0.252A "1 0.062 
~,l t B 0.243 0.073 

I 
! 

•); I I I 

o., 
(b) S i n 0 / X  ( 

Figure 23 Deformation bands in Ni~; LSi 8 -B17 metallic glass cold-rolled to 25% reduction [57]. 

0.8 

diffraction pattern from such as this region (B) 
illustrates that the structure within the bright band 
is in a much more disordered state than that of the 
darker contrast region (A). A similar result is 
reported using positron annihilation techniques 
[58, 59]. Although the reason for the appearance 
of this bright contrast is unknown, it is possible 
that the band is induced by deformation. No 
detailed discussion of the effect of deformation is 
available at the present time. 

4.4. Alloying effects on thermal  stabil i ty 
Amorphous iron-based alloys quenched from the 
liquid state have high static strength, consistently 
high toughness and good resistance to chemical 
and pitting corrosion [7, 60]. It is thus important 
to clarify the effect of alloying elements on the 
thermal stabilities of amorphous metals. There are 
a few studies of this kind [61-63], and the 
available results for amorphous iron-based alloys 
are considered below. Fig. 24a shows the relation- 
ship between the crystallization temperature and 
the concentration of alloying elements [63]. 
Generally, the crystallization temperatures de- 
crease when the atomic number of an alloying 
element is greater than that of iron, and increases 
when it is smaller. 
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According to Hume-Rothery the prime factors 
in determining the properties of alloys are relative 
atomic size, electronegativity and valency. In the 
following discussion, consideration is given to the 
role these factors play in determining the pro- 
perties of amorphous iron-based alloys. First, the 
atomic size is considered to be less important in 
determining the mechanical strength and thermal 
stability of the alloys, since they show the 
addition of Cr and Ni alter the crystallization tem- 
peratures of the alloys in distinct and opposite 
ways, although the atomic diameters of these 
elements are nearly equal (2.37, 2.34 and 2.31 )k 
for Cr, Fe and Ni, respectively). The atomic sizes 
of the alloying elements differ from that of iron 
by not more than 15%, and the Hume-Rothery's 
15% size factor rule seems to be applicable to the 
present amorphous iron-based alloys. Consequently 
effects of alloying elements are thought to be 
insignificant in modifying the random structure of 
amorphous iron-based alloys as far as the atomic 
size effect is concerned. Secondly, by similar 
reasoning, the electronegativity has little or no 
effect in determining the crystallization tempera- 
ture of amorphous iron-based alloys. The electro- 
negativity of Fe, Co and Ni is given by Pauling 
[64] as 1.8 for each element, but, alloying gives 
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Figure 24 Effect of alloying elements on the crystallization temperature of amorphous iron-based alloy: [63]. 

rise to significant changes in the crystallization 
temperature. Therefore this also cannot be a major 
factor in determining the magnitude of the crystal- 
lization temperature. 

Following the above arguments the factor yet 
to be considered is the relative valence of alloying 
elements. In Fig. 24b the measured values of the 
crystallization temperatures of the amorphous 
iron-based alloys are plotted as a function of the 

averaged outer-electron concentration of metallic 
atoms (e/a), which is taken as a measure of the 
valency of transition elements in alloys. By taking 
the numbers of the outer electrons (s and d shells) 
to be from 4 to 10 forTi  to Ni, respectively, the 
average concentrations were obtained by the 
weighted means according to the atomic percentage 
of the transition elements. Manganese, which often 
exhibits anomalous features in crystals, is omitted 
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from this analysis. It is clearly seen from this 

figure that the crystallization temperatures vary 1. 

almost linearly with 1/(e/a). This gives qualitative 

support for the suggestion that bonding plays a 2. 
significant role in the thermal stability of these 3. 
amorphous alloys, and that the partial bonds are 

formed by the overlap of the s - p  hybrid orbitals 4. 

of P or C atoms and the s - p - d  orbitals of 3d 5. 
transition metals such as Fe. Since a linear 

relationship be tween microhardn_ess ,.and crystal . . . . .  6. 
lization temperature has also been established 

[63],  there seems to be many stimulating topics in 

this field. However, no definite conclusions can be 

drawn concerning the alloying effects at the 

present time. 

5. Concluding remarks 
The recent progress in the study of metallic glasses 

reveals much about their characteristic structure, 

including their difference from liquid structures or 

from oxide glass structures. The structure of a 

metallic glass seems to be best described by the 

topological disorder model, the so-called dense 

random packing model, first suggested for liquids 

by Bemal [65]. There are many unsolved 

problems concerning metallic glasses such as the 

crystallization process and the formation of amor- 

phous phases in general. A detailed study of 

several effects on the thermal instability of amor- 
phous phases such as those of thermal, defor- 

mation and alloying, may be one way to clarify 
these problems. As is shown in Section 3.3, the 

size factor difference of more than 15% in 

transition metal-metal loid systems such as N i - P  
alloys, seems to be related to the formation and 

composition range of metallic glasses, as well as to 

the bonding effect between atoms. But there is a 
need for further experiments and consideration 

before firm conclusions can be arrived at. 
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